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ABSTRACT 

In the cellular area computing (MEC) environment, part servers with storage and 

computing sources are deployed at base stations inside users’ geographic proximity to prolong 

the skills of cloud computing to the community edge. Edge storagesystem (ESS), is comprised 

by means of linked aspect servers in a precise area, which ensures low-latency offerings for 

users. However, excessive information storage overheads incurred with the aid of facet servers’ 

confined storage capacities is a key assignment in making sure the overall performance of 

purposes deployed on an ESS. Data deduplication, as a basic facts discount technology, has been 

broadly utilized in cloud storage systems. It additionally gives a promising answer to decreasing 

facts redundancy in ESSs. However, the special traits of MEC, such as facet servers’ geographic 

distribution and coverage, render cloud facts deduplication mechanisms obsolete. In addition, 

facts distribution ought to be balanced over aspect storage structures to accommodate future 

information demands, which can't be undermined by means of records deduplication. Thus, 

balanced aspect statistics deduplication (BEDD) ought to think about deduplication ratio, 

statistics storage benefits, and aid stability systematically underneath the latency constraint. In 

this article, we mannequin the novel BEDD trouble formally and show its NP-hardness. Then, 

we suggest an most suitable method for fixing the BEDD hassle precisely in small-scale 

situations and a sub-optimal method to remedy large-scale BEDD troubles with a theoretical 

overall performance guarantee. Extensive and complete experiments performed on a real-world 

dataset show the extensive overall performance enhancements of our methods in opposition to 4 

consultantapproaches.

1. INTRODUCTION 

The statistics produced by means of 

cellular and clever gadgets have grown 

exponentially in the ultimate decade. 

Transmitting this massive quantity of 

records to the cloud for processing 

consumes immoderate community sources 

and incurs heavy community traffic. 

Meanwhile, the standard centralized cloud 

computing structure is failing to fulfill users’ 

growing low latency requirements, in 
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particular for latency-sensitive purposes 

such as independent driving, AR, and VR. 

Mobile part computing (MEC), as a new 

allotted computing paradigm, pushes cloud-

like functionalities and sources to the 

community facet to furnish customers with 

low latency get entry to to purposes and 

records on side servers. Edge storage 

machine (ESS), as an infrastructure to assist 

part computing-enabled applications, is 

comprised of linked aspect servers deployed 

in an place illustrates an ESS contains of 4 

related side servers {s1, . . . , s4} storing 

facts {d1, d2, . . ., d5} to serve the users in 

the system. Application companies can save 

famous records on aspect servers to 

minimize the latency in their users’ get entry 

to to these information and shop the charges 

incurred by way of transmitting massive 

quantities of statistics from the cloud to their 

users. Data produced with the aid of latency-

sensitive and energy-limited IoT and cell 

units can additionally be saved on an ESS 

domestically for sharing or processing.  

Unfortunately, side servers’ storage assets 

are extensively restricted by way of their 

small bodily sizes , which is one of their 

essential variations from cloud servers. This 

potential constraint limits the quantity of 

records that can be saved on an ESS, and for 

this reason affects the overall performance 

of the ESS and the functions deployed on 

the ESS. Lots of research have tried to 

mitigate this constraint by using leveraging 

the collaboration between part servers. In 

the sensible MEC environment, aspect 

servers are geographically distributed. 

Accordingly, the records saved on area 

servers, such as site visitors data, purchasing 

mall ads, frequently showcase and share the 

equal geographic characteristics. This 

consequences in facts redundancy in an 

ESS. The identical documents generated by 

means of special customers or distinctive 

updates can also be saved on a couple of 

part servers in the ESS. information d3 is 

saved on facet servers s2, s3, and s4. As 

suggested byand, the similarity between 

users’ needs on IOT and cell information 

can attain up to 70%. Caching such facts on 

part servers besides de duplication leads to 

considerable records redundancy and storage 

wastes throughout facet servers. Given 

aspect servers’ restrained storage capacities, 

how to decrease facts redundancy is of top 

notch significance in enhancing storage 

utilization on side servers. An aspect server 

can get entry to statistics from different 

neighbor aspect servers over the facet server 

community to serve the customers inside its 

insurance location whilst no longer violating 

the latency constraint . Take for instance and 
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feel that the latency constraint is one 

hop.Edge servers s1, s3, and s4 can retrieve 

d1 from s1 or s2 to serve the customers 

inside their coverage. Thus, d1 can be 

eliminated from s1 to minimize information 

redundancy and store on storage resources. 

This is the basis for facet records de 

duplication (EDD). The trouble of aspect 

records de duplication is indispensable and 

sensible due to the fact redundant records 

want to be eliminated to launch side servers’ 

restricted storage resources. For example, 

content material companies like YouTube 

and Tik Tok can cache movies on aspect 

servers to fulfill users’ records needs with 

low information retrieval latency.  

Many customers share the identical 

needs for famous movies at the community 

edge, as described in the literature. Note that 

EDD ought to no longer violate the latency 

constraint - the machine need to nevertheless 

maintain the capability to supply records to 

corresponding customers inside the latency 

constraint. for example, supposing that 

solely one reproduction of d2 can be 

retained on s1 in the ESS and all the 

different replicas of d2 are removed, beneath 

the latency constraint, cell customers u3 and 

u4 will now not be capable to retrieve d2.  

This EDD answer is invalid. Data de 

duplication has been broadly employed to 

limit statistics redundancy in central cloud 

storage structures . However, facet 

information de duplication is definitely 

distinctive from the cloud information de 

duplication (CDD) due to the fact of MEC’s 

special characteristics. CDD procedures de 

reproduction information at the chunk level. 

The usual concept is to break up information 

into more than one fine-grained information 

chunks of constant or variable dimension 

and then take away redundant facts chunks 

primarily based on chunk fingerprints.  

When a information request comes, a 

metadata server rebuilds the statistics based 

totally on special chunks retrieved from 

unique storage nodes. The steeply-priced 

time overhead incurred with the aid of 

rebuilding facts from facts chunks conflicts 

with the necessities of low facts retrieval 

latency in the MEC environment. Therefore, 

EDD objectives to put off reproduction 

statistics at the file stage alternatively than 

the chunk level.  

In addition, statistics retrieval 

between part servers should no longer 

violate the latency constraint - an aspect 

server can solely retrieve records from area 

servers inside its latency limitation, i.e., their 

close by part servers in the ESS . Thus, EDD 

ought to make certain that after statistics de 

duplication, all the customers can 
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nevertheless retrieve requested records 

underneath the latency constraint. EDD 

should additionally stability statistics storage 

throughout facet servers. If an EDD method 

pursues the sole goal of maximizing the De 

duplication ratio like CDD approaches, it 

will have a tendency to preserve the 

information saved on side servers that can 

serve the most customers beneath the 

latency constraint and dispose of as many 

duplicates as viable from different side 

servers. illustrates such an EDD answer p1 

to . We can see that all the records on s2 stay 

and all the duplicates are eliminated from s1, 

s3, and s4. 

Such an EDD method can also weigh down 

some side servers, e.g.,s2 in Fig. whilst 

others are underutilized over time, e.g., s3 in 

. No extra facts can be saved on 

overwhelmed side servers to accommodate 

future statistics demands. For example, in a 

new facts d6 will have to be saved on {s1, 

s3} or {s1, s4} to fulfill any user’s 

information retrieval requests in the system. 

Thus, EDD need to reflect onconsideration 

on each the facts de duplication ratio and 

storage area stability throughout part 

servers. provides a answer p2 that achieves 

the identical de duplication ratio as p1.  

It additionally achieves the identical 

information insurance as p1 – all the 

customers can nonetheless get admission to 

all the statistics in the system. Compared 

with p1, p2 balances facts storage 

throughout the 4 area servers so that they 

have spare storage to accommodate future 

facts demands. Some researchers have tried 

to stability statistics storage throughout 

disbursed nodes The key concept is to 

measure storage area stability with a equity 

index and maximize that index through night 

facts storage throughout the nodes. 

Unfortunately, this does no longer work 

with EDD besides thinking about 

information storage benefits. Data 

popularity, as a big metric in the MEC 

environment, varies at unique areas . Storing 

information on area servers that can serve 

the most customers with low latency will 

produce the perfect records storage gain . If 

we take a seem to be at , we can see that in 

many cases, storing information on s2 tends 

to produce excessive statistics storage 

advantages due to the fact it is shut to all 

different part servers.  

Thus, EDD need to no longer really 

maximize a storage equity index as except 

thinking about statistics storage benefits. To 

summarize, EDD ought to think about the de 

duplication ratio, records storage benefits, 

and storage house stability jointly, as nicely 

as the latency constraint. This is challenging, 
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and even extra so in practical EDD 

situations large and extra complicated than 

the one introduced in. In this paper, we find 

out about this new balanced part facts de 

duplication (BEDD) problem.  

Our contributions are summarized as 

follows: We inspire the BEDD hassle and 

factor out its necessary variations from the 

CDD hassle and the EDD problem. We 

formulate the BEDD trouble 

comprehensively and show its NP-hardness 

theoretically. We graph two approaches, one 

named BEDD-O and the different named 

BEDD-A. BEDD-O solves small-scale 

BEDD issues optimally based totally on 

integer programming. BEDD-A solves 

large-scale BEDD troubles successfully 

primarily based on Lagrange rest and an 

elevated sub gradient method.  

We habits complete experiments on 

a wide-used EUA dataset to check the 

overall performance of BEDD-O and 

BEDD-A in opposition to 4 consultant 

approaches.  

2. LITERATURE SURVEY  

1. Q. He et al., “A game-theoretical method 

for person allocation in part computing 

environment,” IEEE Trans.ParallelDistrib. 

Syst., vol. 31, no. 3, pp. 515–529, Mar. 

2020.  

Edge Computing affords cellular and 

Internet-of-Things (IoT) app companies with 

a new allotted computing paradigm which 

permits an app dealer to installation its app 

at employed aspect servers disbursed close 

to app customers at the aspect of the cloud. 

This way, app customers can be allotted to 

employed aspect servers close by to reduce 

community latency and power consumption. 

A most economical side person allocation 

(EUA) requires most app customers to be 

served with minimal usual gadget cost.  

 

Finding a centralized most reliable answer to 

this EUA hassle is NP-hard. Thus, we 

recommend EUAGame, a game-theoretic 

strategy that formulates the EUA hassle as a 

possible game. We analyze the sport and 

exhibit that it admits a Nash equilibrium. 

Then, we sketch a novel decentralized 

algorithm for discovering a Nash 

equilibrium in the recreation as a answer to 

the EUA problem. The overall performance 

of this algorithm is theoretically analyzed 

and experimentally evaluated. The 

consequences exhibit that the EUA trouble 

can be solved efficaciously and efficiently. 

2. W. Shi, J. Cao, Q. Zhang, Y. Li, and L. 

Xu, “Edge computing: Vision and 

challenges,” IEEE Internet of Things J., vol. 

3, no. 5, pp. 637–646, Oct. 2016.  

The proliferation of Internet of 
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Things (IoT) and the success of prosperous 

cloud offerings have pushed the horizon of a 

new computing paradigm, area computing, 

which calls for processing the facts at the 

facet of the network. Edge computing has 

the practicable to tackle the issues of 

response time requirement, battery existence 

constraint, bandwidth price saving, as 

properly as information protection and 

privacy. In this paper, we introduce the 

definition of side computing, accompanied 

by using quite a few case studies, ranging 

from cloud offloading to clever domestic 

and city, as properly as collaborative part to 

materialize the thought of part computing.  

Finally, we current a number of challenges 

and possibilities in the area of aspect 

computing, and hope this paper will attain 

interest from the neighborhood and 

encourage greater lookup in this direction.  

3. X. Xia, F. Chen, Q. He, J. Grundy, M. 

Abdelrazek, and H. Jin, 

“Onlinecollaborative records caching in part 

computing,” IEEE Trans. ParallelDistrib. 

Syst., vol. 32, no. 2, pp. 281–294, Feb. 

2021.  

In the area computing (EC) 

environment, side servers are deployed at 

base stations to provide fantastically handy 

computing and storage sources to close by 

app users. From the app vendor's 

perspective, caching facts on area servers 

can make sure low latency in app users' 

retrieval of app data. However, an area 

server usually owns constrained sources due 

to its confined size. In this article, we look 

into the collaborative caching trouble in the 

EC surroundings with the goal to reduce the 

gadget value which includes records caching 

cost, information migration cost, and 

quality-of-service (QoS) penalty. We 

mannequin this collaborative part statistics 

caching trouble (CEDC) as a restrained 

optimization hassle and show that it is NP-

complete. We endorse an on-line algorithm, 

referred to as CEDC-O, to remedy this 

CEDC trouble throughout all time slots.  

CEDC-O is developed primarily based on 

Lyapunov optimization, works on-line 

except requiring future information, and 

achieves provable close-to-optimal 

performance. CEDC-O is evaluated on a 

real-world facts set, and the outcomes 

display that it appreciably outperforms 4 

consultant approaches.  

4. R. Luo, H. Jin, Q. He, S. Wu, and X. Xia, 

“Cost-effective facet servernetwork format 

in cell side computing environment,” IEEE 

Trans.Sustain. Comput., vol. 7, no. 4, pp. 

839–850, Fourth Quarter 2022.  

Mobile part computing (MEC) 

deploys side servers at the base station in the 
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proximity of customers to grant cloud 

computing-like computing and storage 

functionalities, which can obtain 

applications’ low latency requirement at the 

community edge. The part server 

community (ESN), constituted by using part 

servers in an vicinity and the hyperlinks 

between them, can host app vendors’ 

offerings for serving close by users. Many 

current research have verified that a 

excessive ESN density approves for 

excessive carrier overall performance due to 

the fact aspect servers can talk and share 

assets with every different correctly over the 

ESN. However, in the real-world MEC 

environment, setting up a high-density ESN 

might also incur excessive building costs. 

The trade-off between development fee and 

community density performs a crucial 

position in the diagram of an ESN. 

Unfortunately, current research of MEC 

have often and certainly assumed the 

densities of the ESNs in their experiments. 

In this paper, we make the first try to find 

out about the sketch of reasonably priced 

ESNs with the goal to alternate off between 

the community building fee and the 

community density. We mannequin this 

novel Edge Server Network Design (ESND) 

trouble as a limited optimization trouble and 

show its NP -hardness. ESND-O as an best 

method is proposed based totally on integer 

programming to resolve small-scale ESND 

problems. Another approximation strategy 

named ESND-A is designed to clear up 

large-scale ESND troubles efficiently. We 

habits massive experiments to take a look at 

the overall performance of ESND-O and 

ESND-A on a real-world dataset, and the 

experimental consequences show their 

effectiveness and effectivity towards 4 

consultant approaches. 

5. G. Cheng, D. Guo, L. Luo, J. Xia, and S. 

Gu, “LOFS: A lightweightonline file storage 

method for nice statistics deduplication at 

networkedge,” IEEE Trans. Parallel Distrib. 

Syst., vol. 33, no. 10, pp. 2263–2276,Oct. 

2022.  

Edge computing responds to users’ 

requests with low latency by using storing 

the applicable documents at the community 

edge. Various information deduplication 

applied sciences are presently employed at 

facet to get rid of redundant statistics chunks 

for area saving. However, the look up for the 

world huge-volume fingerprint indexes 

imposed with the aid of detecting 

redundancies can extensively degrade the 

information processing performance. 

Besides, we envision a novel file storage 

method that realizes the following rationales 

simultaneously: 1) area efficiency, 2) get 
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admission to efficiency, and 3) load balance, 

whilst the present strategies fail to reap them 

at one shot. To this end, we document 

LOFS, a Lightweight Online File Storage 

strategy, which pursuits at getting rid of 

redundancies via maximizing the likelihood 

of profitable records deduplication, whilst 

realizing the three graph rationales 

simultaneously.  

LOFS leverages a light-weight three-layer 

hash mapping scheme to clear up this 

trouble with constant-time complexity. To 

be specific, LOFS employs the Bloom filter 

to generate a format for every file, and 

thereafter feeds the sketches to the Locality 

Sensitivity hash (LSH) such that comparable 

documents are probable to be projected 

close by in LSH tablespace. At last, LOFS 

assigns the archives to real-world area 

servers with the joint consideration of the 

LSH load distribution and the area server 

capacity.  

Trace-driven experiments exhibit that LOFS 

intently tracks the international 

deduplication ratio and generates a 

noticeably low load std in contrast with the 

assessment methods. 

 

3. EXISTING SYSTEM 

As the quantity of clever and cellular 

gadgets has grown exponentially at an 

growing pace, storing facts in part 

storagesystems (ESSs) constituted via 

related area servers can supply customers 

with low-latency statistics access. 

Unfortunately, facet server’s storage sources 

are drastically restricted by means of their 

small bodily size. This units a boundary on 

an ESS’s storage ability and the overall 

performance of the functions deployed on 

the ESS. To make use of ESSs cost-

effectively, information deduplication 

presents a promising answer and may 

additionally keep up to 70% of an ESS’s 

storage resources. Cloud Data Deduplication 

(CDD), as a basic facts discount technology, 

has been studied extensively. The essential 

project in CDD is to maximize deduplication 

ratio. To maximize deduplication ratio, 

CDD is carried out at the chunklevel. 

Specifically, statistics saved at extraordinary 

cloud nodes are partitioned into chunks so 

that reproduction chunks can be recognized 

and eliminated throughout these cloud 

nodes. To identify a few consultant 

CDDapproaches, Ni et al.  

advise a content-defined chunking algorithm 

to speed up statistics deduplication based 

totally on rolling hash and content material 

locality. Fu et al. advocate AppDedup, an 

application-aware allotted deduplication 

framework that strikes a trade-off between 
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scalable deduplication throughput and 

deduplication ratio with the aid of exploiting 

records similarity and facts locality. What’s 

more, few of researchers begin to tackle the 

imbalance hassle raised through records 

deduplication. Xu et al. think about the 

study imbalance hassle in cloud storage 

structures precipitated via information 

deduplication. They recommend a heuristic 

algorithm to region records evenly 

throughout all the nodes with the goal to 

maximize study balance. They expect that 

any two storage nodes are reachable, which 

is unrealistic in the MEC environment. Edge 

statistics deduplication (EDD) is a new 

trouble basically special from the CDD 

trouble due to the fact of the special 

constraints in the MEC environment, such as 

the capability constraint, insurance 

constraint, latency constraint.These 

constraints have raised many new challenges 

that have attracted researchers’ attention. 

Very recently, there is a tendency for 

researchers to begin focusing on the trouble 

of area facts redundancy. Li et al. 

recommend an method named HotDedup 

that goes via two phases to minimize facet 

records redundancy. First, it employs a k-

Minimum-Spanning-Tree algorithm to 

partition the goal set of documents into two 

subsets, one to be saved on side nodes and 

the different in the cloud. Then, it identifies 

and gets rid of replica chunks throughout 

area nodes primarily based on a allotted 

hash-chunk table. It considers the ability 

constraint, however makes the equal 

assumption as current CDD techniques - one 

can retrieve any chunks from any side 

nodes. In addition, it rebuilds records from 

chunks retrieved from facet nodes, ignoring 

the vital latency constraint in the MEC 

surroundings completely. A variant of 

HotDedup is applied as one of the 

competing techniques in our experiments. 

The outcomes introduced and mentioned in 

exhibit that its overall performance is pretty 

bad in the MEC environment. Edge storage 

has broadly mentioned as a promising 

answer for making sure low information 

retrieval latency and lowering backhaul 

community traffic. Compared with cloud 

records redundancy, side statistics 

redundancy is even a greater quintessential 

trouble due to the fact of area servers’ 

confined storage resources. Unfortunately, it 

has but to be exact solved. In this paper, we 

try to handle this new balanced aspect 

statistics deduplication (BEDD) problem, 

thinking about the special constraints in the 

MEC surroundings plus the want to stability 

storage areas throughout aspect servers. 

Cheng etal. advise a file storage method 
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named Lofs,which employs a three-layer 

hash mapping scheme to discover facts 

similarity, aiming to facilitate environment 

friendly information deduplication. 

However, this method does no longer reflect 

onconsideration on records popularity, i.e, 

information storage benefits, which is a key 

attribute in the MEC environment. Thus, 

Lofs is now not succesful of balancing 

information retrieval latency and facts 

deduplication ratio. To totally accommodate 

the special traits of MEC, Luo et al. 

recommend a heuristic EDD strategy to 

maximize statistics deduplication ratio.  

However, their method does now not think 

about records storage advantages and load 

balancing. Most of the statistics will be 

positioned on facet servers with the most 

neighbor side servers. This may also serve 

all the customers however does now not 

make sure minimum records retrieval 

latency for them. As established in the 

different quintessential difficulty is that it 

will be very tough for these facet servers to 

accommodate future information demands.  

Disadvantages 

 There are no strategy gets rid of 

redundant records replicas from the 

aspect server with the most storage 

occupancy, one via one, till any 

constraint is violated. There is no 

approach which employs an 

approximation algorithm to take 

away redundant data, aiming to 

maximize storage aid savings. 

4. PROPOSED SYSTEM 

In this paper, we find out about this new 

balanced part information deduplication 

(BEDD) problem. Our contributionsare 

summarized as follows: We encourage the 

BEDD hassle and factor out its vital 

variations from the CDD trouble and the 

EDD problem. We formulate the BEDD 

hassle comprehensively and show its NP-

hardness theoretically.  

We plan two approaches, one named 

BEDD-O and the different named BEDD-A. 

BEDD-O solves small-scale BEDD troubles 

optimally based totally on integer 

programming. BEDD-A solves large-scale 

BEDD issues successfully based totally on 

Lagrange leisure and an expanded sub 

gradient method. We habits complete 

experiments on a wide-used EUA dataset to 

check the overall performance of BEDD-O 

and BEDD-A towards 4 consultant 

approaches.  

Benefits 

A BEDD method is evaluated primarily 

based on its capacity to deduplicate data, 

maintain information storage benefits, and 

stability information storage. BEDD-O finds 
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the choicest BEDD answer however is 

computationally intractable in large-scale 

BEDD scenarios, e.g., when the variety of 

information to be deduplicated is large. To 

allow excessive responsiveness to the 

dynamic statistics needs in real-world MEC 

scenarios, we want to be in a position to 

locate BEDD options swiftly in such 

scenarios 

5. MODULES 

Data Owner 

Data Owner In this module, the statistics 

company uploads their encrypted facts in the 

Cloud server. For the safety reason the 

information proprietor encrypts the facts file 

and then keep in the server. The Data 

proprietor can have succesful of 

manipulating the encrypted records file and 

performs the following operations Register 

and Login, View My Profile, Upload, View 

My Files.  

Cloud Server The Cloud server manages 

which is to grant statistics storage carrier for 

the Data Owners. Data proprietors encrypt 

their records archives and keep them in the 

Server for sharing with records consumers. 

To get right of entry to the shared 

information files, records shoppers down 

load encrypted information archives of their 

activity from the Server and then Server will 

decrypt them. The server will generate the 

mixture key if the give up person requests 

for file authorization to get entry to and 

performs the following operations such as 

Login, View Owners & Authorize, View 

Mobile Users & Authorize, View Cloud 

Server Files, View Attackers, View Data De 

duplication Log Details, View File's Rank in 

Chart, View Time Delay in Chart, View 

Throughput in Chart.  

Mobile User  

In this module, the person can solely get 

admission to the records file with the secret 

key. The consumer can search the file for a 

distinctive keyword. The records which fits 

for a unique key-word will be listed in the 

cloud server and then response to the quit 

consumer and can do the following 

operations like Register and Login, View 

My Profile, Search File, View Cloud Files, 

Download. 

6. CONCLUSION  

In this paper, we introduce, motivate, 

formulate, and clear up the balanced aspect 

records de duplication (BEDD) problem, 

taking into account the information de 

duplication ratio, records storage benefit, 

and storage area stability whilst pleasant the 

special constraints in the MEC environment. 

We proved its NP-hardness and designed 

two methods to resolve small-scale and 

large-scale BEDD problems, respectively.  
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Experimental outcomes carried out 

on a extensively used EUA dataset tested the 

extensive overall performance 

enhancements of our approaches. 
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