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Abstract: Facial Expression Recognition (FER) is an emerging discipline that employs visual 

analysis with extensive learning to analyze and interpret human emotions using technology. 

This article provides a comprehensive and organized overview of FER, an area at the leading 

edge of automated vision and deep learning. FER is essential for accurately reading human 

emotions. This extensive study examines many sophisticated models, including Generative 

Adversarial Networks (GANs), Deep Belief Networks (DBN), and Convolutional Neural 

Networks (CNNs). The main emphasis is their capacity to reliably detect fundamental emotions 

such as happiness, sorrow, rage, and surprise. The research showcases substantial 

improvements in the accuracy and effectiveness of emotion recognition, achieved via methods 

such as saliency mapping and advanced feature extraction. This research emphasizes the shift 

towards AI-driven approaches in FER, which results from a collaborative and multidisciplinary 

effort including computational science, technology, and healthcare worldwide. It highlights the 

significant advantages of the sector in areas such as medical services, IoT, and privacy, 

emphasizing its contribution to enhancing user experience and engagement with intelligent 

systems. The poll evaluates different approaches and recognizes upcoming difficulties and 

directions, highlighting FER's significant contribution to comprehending and examining 

intricate emotional states. 
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1. INTRODUCTION 

Facial expressions serve as innate emotional cues, posing a challenge for robots yet 

readily understandable for humans. FER is widely used in several fields, such as cell phones, 

emotional computing, intelligent systems, and psychological research [1]. FER systems are 

created within the fields of computer vision and deep learning to identify primary emotions 

such as anger, disgust, fear, happiness, sorrow, surprise, and contempt [2]. 

Several research studies have used computer vision in facial expression recognition 

(FER) for various applications such as healthcare, the Internet of Things (IoT), security, and 
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human-computer interactions [3]. Emotions are regarded as cognitive states or stages, and 

Facial Expression Recognition (FER) plays a pivotal role in improving usability and 

contentment across different digital platforms [4]. Various facial expression recognition (FER) 

research datasets are described, emphasizing the need for a well-balanced dataset for 

dependable outcomes. The publication delineates the disparities in datasets about children, 

adults, and seniors, highlighting the divergence in emotion categories and recording 

circumstances [5].  

The study's objective is to conduct a comprehensive analysis of facial expression 

recognition (FER) research, compare various datasets, examine the difficulties and probable 

future directions in FER, and delineate potential practical applications. The text provides a 

comprehensive overview of many investigations, from dataset discussions to examining 

current methodologies and algorithms. It concludes by offering ideas for future study [6]. 

Moreover, the study examines research articles based on FER, emphasizing essential 

keywords, geographical factors, article citations, and publications accessible via the SCOPUS 

database. The content encompasses a historical viewpoint on the patterns of publishing in the 

field of FER [7, 8, 9, 10, and 11]. 
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Figure 1. Overview of the Survey 

 

2. Vital Researches 

Kumari and Bhatia [12] developed a facial emotion detection method utilizing deep learning 

and saliency mapping. Their model preprocesses input data with a Generative Adversarial Network 

(GAN), contrast enhancement, and bilateral filtering. An emotion detection system employs a deep 

Convolutional Neural Network (CNN) that has been trained using the Nadam optimizer. Their 

technique was evaluated on FER+, CK+, and JAFFE datasets, yielding impressive accuracy rates: 

84.2% on FER+, 97.7% on JAFFE, and 99.9% on CK+. Khan et al. [13] proposed an advanced hybrid 

deep learning system for facial expression recognition. This system, based on a Spatial Transformer 
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Network (STN), excels in feature extraction and classification. It overcomes challenges such as lighting 

and orientation issues and has been effectively tested on FER-2013, JAFFE, CK+, and FERG datasets, 

showing notable improvements in recognizing facial expressions. 

Zheng and Blasch [14] proposed an innovative neural network model designed to recognize 

micro-expressions in real-time. This model combines Convolutional Neural Network (CNN), Long 

Short-Term Memory (LSTM), and Vision Transformer approaches to extract spatial and temporal 

features efficiently. After being trained on diverse datasets of facial micro-expressions, this hybrid 

model demonstrated notable improvements in accuracy of recognition, especially when integrating 

results from multiple models. Yaseen et al. [15] utilized deep learning algorithms for classifying human 

emotions from facial images. They experimented with various models including EfficientNetB0, 

DenseNet169, and a hybrid of VGG16+EfficientNetB0. Their methodology, tested on FER2013 and 

JAFFE datasets, resulted in high detection ratios of 90.6% and 95.6% respectively, demonstrating the 

effectiveness of their hybrid approaches. 

S. Karthika & Durgadevi [16] focuses on Generative Adversarial Networks (GANs), detailing 

their fundamentals, variants, and applications. It provides an overview of GANs in various fields such 

as computer vision and language processing, discussing their potential future developments alongside 

existing challenges and limitations.Li and Deng [17] developed a novel database, RAF-DB, for facial 

expression recognition featuring diverse, naturally-posed images. They introduced a Deep Locality-

Preserving Convolutional Neural Network (DLP-CNN) for recognizing complex, real-world facial 

expressions. This method, tested on multiple datasets, showed superior performance in recognizing 

expressions compared to existing techniques. 

Kim et al. [18] proposed an approach for facial expression recognition that addresses the 

limitations of softmax function predictions. They introduced an autoencoder technique for generating 

neutral-emotion facial images, leading to improved recognition of dynamic facial features. Their 

method, validated on CK+ and JAFFE datasets, showed high accuracy and outperformed existing 

methods. Lee [19] review focuses on deep learning techniques for facial expression recognition, 

exploring their advantages, limitations, and potential advancements. The study highlights issues in the 

field and compares deep learning's effectiveness with traditional methods, suggesting future directions 

such as creating larger datasets and developing more robust and explainable models. 

Deng et al. [20] presented a CNN-based method for video-based facial expression recognition. 

Their approach involved using a 3D CNN to extract spatiotemporal information from video frames, 

followed by an LSTM network to capture facial expression dynamics. This method demonstrated state-

of-the-art results on multiple benchmark datasets, effectively utilizing expression-related muscular 

movements in videos. 
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3. Significant Methodologies 

Several models exemplify the dynamic progression of AI-powered face emotion identification, 

each playing a role in advancing the field and enhancing the precision and complexity of emotion 

detection systems. The Deep Belief Network (DBN) is recognized as an initial approach in the 

development of face emotion detection models. DBN leverages its ability to identify complex patterns 

in inputs, which significantly contributes to accuracy in classification tasks. However, its usage has 

been limited due to the emergence of more efficient methods. For instance, a cited study using DBN 

achieved around 20% accuracy on a limited set of emotions. The study highlights that while DBN 

represented a substantial advancement in FER technology, it has been mostly replaced by more 

sophisticated neural network models such as Convolutional Neural Networks (CNN)[21]. 

A Convolutional Neural Network (CNN) is a kind of artificial neural network that is particularly 

effective for analyzing visual data. It is designed to automatically learn and extract features from images 

or other types of grid-like data by using convolutional layers. The Convolutional Neural Network 

(CNN) is generally acknowledged as a very effective and extensively used technique for face emotion 

recognition. Convolutional neural networks (CNNs) have continuously achieved superior performance 

compared to older models such as deep belief networks (DBNs) owing to their capacity to effectively 

process intricate visual input and extract pertinent characteristics for the purpose of emotion 

categorization. The survey discusses various customizations and enhancements of the CNN model, such 

as the integration of different activation functions and pooling filters. The earlier alterations have 

resulted in notable improvements in precision, showcasing the model's versatility and efficacy in the 

realm of Facial Expression Recognition (FER) [21]. 

The report also highlights the novel technique of integrating Convolutional Neural Networks 

(CNN) with Recurrent Neural Networks (RNN) to develop hybrid models for face emotion 

identification. These hybrid models combine the advantages of both CNNs, which are proficient in 

image processing, and RNNs, which excel in processing sequential data. An example cited in the 

document is the use of the Deformable Part Model for face detection and Dlib for facial feature 

extraction. This CNN-RNN hybrid model has been shown to yield the highest mean performance 

accuracy, indicating its efficacy in more complex FER scenarios where both spatial and temporal 

features are crucial. 

The work from [21] explores the use of Autoencoders in conjunction with Convolutional Neural 

Networks (CNNs) to improve the accuracy of emotion identification. Autoencoders are a kind of neural 

networks that have the ability to rebuild their input data in a space with fewer dimensions. When used 

with CNNs, they enhance the model's capacity to reliably identify and categorize emotions. This 
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approach is part of the ongoing evolution in FER technology, aiming to refine the accuracy and 

reliability of emotion detection models. 

4. Prominent Techniques 

Face Alignment/Detection: Face alignment and detection are crucial initial steps in facial 

emotion recognition. The survey highlights various techniques used for these purposes, such as the 

Viola-Jones Face Detector and Haar Classifiers. These methods are essential for identifying and 

isolating faces from images or video frames, ensuring that subsequent analysis focuses solely on facial 

features. The Viola-Jones method is noted for its reliability and computational efficiency in detecting 

frontal faces, while Haar Classifiers are used for their ability to identify facial features by reducing pixel 

size groups. These techniques form the foundation for accurate feature learning and alignment in FER 

systems[22]. 

Face Normalization: Face normalization involves standardizing facial data to account for 

variations in illumination and head poses, which can significantly impact the performance of FER 

models. The survey discusses various methods of normalization, including illumination normalization 

and histogram equalization. These techniques are designed to minimize internal differences in features 

due to varying lighting conditions or angles. Some approaches involve combining histogram 

equalization with other normalization methods to enhance global contrast in facial images, thereby 

improving the accuracy of emotion detection models[23]. 

Data Augmentation: In the context of FER, data augmentation is used to enhance the training 

datasets, particularly when there is a lack of sufficient images. This technique generates new data from 

existing images by applying various transformations while maintaining the integrity of facial data. The 

survey references studies that discuss different augmentation methods, including pose synthesis and 

illumination synthesis. Data augmentation is vital for training deep neural networks in FER, as it ensures 

a diverse range of data, leading to more robust and accurate emotion recognition models[24]. 

Feature Extraction Methods: The document covers several feature extraction techniques 

crucial for FER, including textual, edge-based, global and local, geometric, and patch-based features. 

Textural features, such as those extracted using Gabor filters or Local Binary Patterns (LBP), focus on 

the textural aspects of facial images[25]. Edge-based features, using methods like Histogram of 

Oriented Gradients (HOG), emphasize the edges and contours of facial features [26]. Global and local 

features, extracted through methods like Principal Component Analysis (PCA) and Independent 

Component Analysis (ICA), provide a comprehensive view of facial characteristics. Geometric features 

are about extracting discrete elements like lines and curves, while patch-based features involve 

segmenting the face into patches and analyzing each segment separately. These techniques collectively 
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contribute to the detailed and nuanced analysis of facial expressions required for accurate emotion 

recognition [27] 

5. Analysis 

This quantitative analysis underscores the expanding field of FER research, highlighting its 

interdisciplinary nature, global reach, and the evolving trends influenced by technological and societal 

changes.The survey analyzed FER research papers based on crucial keywords. This analysis used the 

SCOPUS database, filtering journal articles and reviews from 2005 to 2021. A total of 558 documents 

were initially retrieved, which were then filtered down to 463 documents after excluding lecture notes, 

conferences, and workshops. Further removal of duplicates resulted in 318 research papers being 

selected for analysis. The analysis considered each document's publication title, publication year, 

journal/source title, and the number of citations [28]. 

The analysis revealed that most research on FER is conducted in the field of Computer Science, 

followed by Engineering and Medicine. This is indicative of the interdisciplinary nature of FER, 

combining aspects of technology and human psychology. The trend in Computer Science is particularly 

significant, aligning with FER's roots in computer vision problems[29].The survey found that India 

leads in publishing papers related to FER, followed by the United States, the United Kingdom, China, 

and Germany. This geographical analysis highlights the global interest in FER research and its relevance 

across diverse cultural and technological landscapes [30]. 

Table 1. Comprehensive Overview of Methods and Techniques in FER 

Category Method Description 

Global and Local 
Features[31] 

Principal Component 

Analysis 

Extracts global and low-dimensional features, 

widely used in FER. 

Independent 

Component Analysis 

Extracts local characteristics using multichannel 

observations. 

Stepwise Linear 

Discriminant 

Analysis 

Extracts localized features using regression 

models. 

Discrete Fourier 

Transform 

Conventional method for extracting global 

features. 

Gabor Wavelet 

Transform 

Used for extracting local features. 

Geometric Features 

[32] 

Corner Detection Extracts corners of an object. 

Edge Detection Defines boundaries of image regions. 

Blob Detection Recognizes sections of images. 

Local Curvelet 

Transform 

Extracts geometric features like mean entropy, 

standard deviation, and kurtosis using a three-

stage steerable pyramid representation. 

Patch-Based Feature 

[33] 

Patch Extraction and 

Matching 

Converts extracted patches into distance 

characteristics. 

K-Nearest Neighbor Used after extracting features from patches. 
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Gabor Features with 

Patch-Based 

Extractor 

Combined with patch-based extractor to improve 

accuracy for small sample sizes. 

Deep Belief Network 
(DBN) [34] 

Deep Belief Network Based on Restricted Boltzmann Machine (RBM), 

learns abstract facial image information. 

Convolutional 

Neural Network 
(CNN) [35] 

Convolutional Neural 

Network 

Consists of convolutional layers, pooling layers, 

and fully connected layers. Efficient in image 

detection, scene segmentation, and FER. 

Advanced CNN 

Models [36] 

Dense Convolutional 

Network 

Uses concatenation for passing feature maps 

between layers. 

Extreme Inception 

Network 

Replaces inception modules with depthwise 

separable convolutions. 

Residual Networks 

with Parallel Towers 

Adds scaling of parallel towers within each 

module. 

Shuffle Network Designed for mobile devices, using pointwise 

convolutions. 

Mobile Network Uses pointwise convolutions in depthwise 

separable convolutions. 

Efficient Network Uses compound scaling method for balancing 

network dimensions. 

Deep Autoencoder 
(DAE) [36] 

Deep Autoencoder Reproduces the input dataset at the output, 

encoding information into a representation that 

can be regenerated. 

Recurrent Neural 
Network (RNN) [36] 

Recurrent Neural 

Network 

Incorporates temporal information, suitable for 

predicting sequential data. Uses Long Short-Term 

Memory units for video-based expression 

recognition. 
 

6. CONCLUSION 

The thorough examination of FER highlights its substantial development and increasing 

influence in diverse domains, propelled by computer vision and profound learning breakthroughs. 

Groundbreaking research has successfully used techniques such as deep learning, saliency mapping, 

and hybrid models that integrate CNNs with RNNs, resulting in significant advancements in the precise 

identification and analysis of fundamental emotions. The study showcases a worldwide, 

multidisciplinary endeavor, notably prominent in medicine, technology, and science, with significant 

contributions from nations such as the USA, India, and China. The survey's methodological analysis of 

different feature extraction methods and neural network models emphasizes the dynamic character of 

the area and its critical importance in an extensive spectrum of usage, including healthcare, security, 

and human-computer interaction. The dynamic field of FER not only presents exciting opportunities 

for future breakthroughs in technology and society but also provides a platform for tackling forthcoming 

issues in the identification and interpretation of emotions. 
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