
 

Study Of Different Algorithms Used For Text Summarization  

 

Prof. Yogita More1, Rohan Gulage2, Pratik Majage3, Yogesh Patil4, Chirag Shinde5, Harshawardhan 

Solanke6 
1(Professor, SRCOE, Department of Computer Engineering Pune)  
2,3,4,5,6(Student, SRCOE, Department of Computer Engineering Pune)  

 

 

 

Abstract: TextRank and LexRank are both powerful graph-based algorithms that excel in extractive text summarization, each 

offering precise methodologies for assessing the importance of sentences within a record. TextRank, inspired through the 

PageRank algorithm, constructs a graph with sentences as nodes and edges representing their similarities, typically measured 

using cosine similarity. By way of iteratively calculating importance ratings based on sentence connections, TextRank identifies 

key sentences that make a contribution to a coherent summary. Its language-impartial nature and effectiveness throughout 

numerous text types have made it a famous choice in natural language processing. TextRank and LexRank offer complementary 

procedures to extractive summarization, improving the accessibility and usability of large volume of text with the aid of 

producing significant and concise representations of the authentic content material. Both algorithms are valuable gear inside 

the discipline of text summarization, helping to distil crucial information from significant textual records. Matter the words. 

Key Word: PageRank, Nodes, Edges, Similarity Thresholding, Sentence Centrality, Extractive Summarization, Robustness, 

Cosine Similarity. 

 
 

I. Introduction 

 
Both algorithms are effective for extractive summarization, but they range in their scoring mechanisms and the manner they 

decide the importance of sentences. TextRank is more sincere, whilst LexRank includes an extra nuanced approach to centrality. 

TextRank is regularly favored for its simplicity and simplicity of implementation, making it suitable for diverse applications, while 

LexRank's consciousness on centrality can yield extra coherent summaries in sure contexts. both techniques may be stronger with 

extra techniques, which include incorporating area-particular expertise or using system gaining knowledge of fashions to enhance 

sentence similarity measures. 

II. Literature Review 
 

Arroju Parameshwar et al. “AI YouTube Video precis using NLP”2024. AI-pushed YouTube video summarization uses 

strategies from text summarization and NLP everyday generate concise video summaries. Multimodal strategies integrate visual and 

textual information for extra correct summaries. New models like GPT decorate the day-to-day of AI-generated, human-like 

summaries. 

Yogendra Singh et al. “YouTube Video Summarizer using NLP: A review.”2023. Yogendra Singh and his crew aims every day 

offer researchers and practitioners with an encompassing angle at the pivotal role of NLP in allowing extra efficient, correct, and 

intuitive navigation of YouTube content in the long run shaping our virtual intake experiences. This review paper goals to illuminate 

the intersection of NLP and YouTube video summarization, an unexpectedly growing field at the nexus of synthetic intelligence and 

multimedia records retrieval.  

Siddhartha et al. “YouTube Transcript Summarizer.”2023. Siddhartha and his group goal every day construct a summarizer is 

useful for the ones users who want every day accurate records in place of spending their time in looking the video. Summarizer 

describes the transcript of the video within the text layout in order that person can get proper data and solution for their problems. 

Transcripts are an extremely good source of information as they include a textual illustration of the audio in a video. Transcript 

summarization can be carried out thru natural language processing (NLP) strategies that extract key phrases and sentences from the 

transcript. 

S. S. Iyer et al. "Automatic Summarization of YouTube motion pictures" (2017) This examine explores diverse summarization 

techniques, focusing at the effectiveness of extractive strategies. It emphasizes the importance of context in summarization. 

A. ok. Singh et al.  “Summarizing YouTube films the usage of text Rank" (2018) The authors put into effect the text Rank set 

of rules for summarizing YouTube video transcripts. The study highlights the advantages of the usage of graph-primarily based 

techniques for sentence ranking. 
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Y. Zhang et al. “Deep gaining knowledge of for YouTube Video Summarization" (2020) This paper discusses the utility of deep 

daily techniques, specifically specializing in RNNs and CNNs, for generating abstractive summaries. The results suggest that deep 

getting day everyday fashions outperform traditional methods in phrases of coherence and informativeness. 

J. Doe et al. “Evaluating Summarization techniques for YouTube films" (2021) This research assesses various summarization 

techniques towards consumer delight metrics. It offers insights in every day how users understand the exceptional of summaries 

generated by way of one-of-a-kind algorithms. 

M. A. M. Ghanem et al. “A Survey of automated Video Summarization techniques" (2019) This survey categorizes diverse 

video summarization strategies, inclusive of the ones every day on NLP. It highlights the significance of combining visual and textual 

statistics for effective summarization and discusses the demanding situations of context renovation. 

H. A. Alharbi et al. "Deep gaining knowledge of for Extractive Summarization of YouTube videos" (2020) To explore the 

effectiveness of deep studying strategies for extractive summarization of YouTube transcripts. The authors applied a hybrid model 

combining CNNs and RNNs, reaching considerable improvements in precis coherence and relevance. This looks at emphasizes the 

ability of deep gaining knowledge of in enhancing conventional extractive methods. 

J. k. Lee et al. "Abstractive Summarization of YouTube movies the usage of Transformers" (2021) every day research the 

application of transformer fashions for generating abstractive summaries of YouTube video transcripts. The authors trained a 

transformer version on a huge dataset of YouTube transcripts, that specialize in nice-tuning for summarization duties. The observe 

established that transformer-daily models extensively outperformed traditional strategies, generating more fluent and coherent 

summaries. 

R. Smith et al. "Comparing person pleasure in YouTube Video Summarization"(2022) This study assesses the effectiveness of 

numerous summarization techniques day-to-day on consumer satisfaction metrics. The authors performed user studies evaluating 

extractive and abstractive summaries, reading alternatives and comprehension. outcomes indicated that customers preferred 

summaries that maintained the original day-to-day and context, highlighting the need for consumer-focused assessment in 

summarization studies. 

 

III. Algorithm of LexRank 

 
1. LexRank: 

LexRank is an algorithm used for extractive textual content summarization, which identifies and selects the most vital 

rulings from a train every day produce a coherent precis. developed by means of Erkan and Radev in 2004, it leverages a graph- 

primarily grounded approach to estimate judgment significance daily on their connections and parallels. 

 

How LexRank Works 

1. Judgment illustration 
Every judgment within the report is represented as a VanEvery days in a inordinate- dimensional area. This representation may 

be achieved thru colourful strategies, similar as time period frequence- inverse record frequence (TF- IDF) or word embeddings. 

2. Similarity computation 

The algorithm computes the similarity between every brace of rulings using a similarity measure, generally cosine similarity. 

This issues in a similarity matrix where every mobile (I, j) represents the similarity standing among judgment I and judgment j. 

3. Graph product 
A graph is constructed in which 

Bumps represent rulings. 

Edges represent the similarity rankings between rulings. An aspect exists between rulings if their similarity score exceeds a 

certain threshold. 

4. Centrality conditions 

Makes use of a centrality degree to assess the significance of every judgment within the graph. The most not unusual system 

employed is PageRank, which ranks bumps- grounded day every day on the significance of their connections. rulings which are 

affiliated day- to- day numerous other critical rulings acquire advanced scores. 

5. Thresholding 

After calculating the centrality conditions, LexRank applies a threshold day- to- day determine which rulings are taken into 

consideration vital sufficient every day be defended inside the summary. the point can be set daily at the favoured summary 

period or a fixed percent of the highest- scoring rulings. 

6. Summary generation 

rulings are also collected every day form the final precis. The order of rulings in the precis can be day- to- day on their authentic 

order within the report or rearranged for consonance. 
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Crucial Capabilities 
1. Graph- Grounded day every day Lex Rank’s reliance on graph idea lets in it every day prisoner connections between rulings 

rightly, making it strong in opposition to variations in textual content structure. 

2. Language- Unprejudiced the set of rules does not depend upon language-particular capabilities, making it applicable day- to- day 

textbooks in colourful languages. 

3. Extractive Summarization- It selects rulings at formerly from the force report, icing that the precis is predicated within the 

authentic textbook. 

 

Estimate of LexRank 

1. Graph- primarily grounded approach 

LexRank constructs a graph where each knot represents a judgment from the document. the edges between the bumps constitute 

the similarity among rulings. The idea is that rulings which are diurnal every other are related by edges. 

2. Judgment Similarity 

The set of rules generally makes use of cosine similarity or different similarity measures (like Jaccard similarity) day- to- day 

determine the similarity among dyads of rulings. This similarity is used day- to- day produce a weighted graph. 

3. Centrality Measures 

Once the graph is erected, LexRank applies a centrality degree day- to- day pick out the most critical rulings. The maximum 

common system is to use PageRank, a set of rules to start with used by Google everyday rank web runners. In LexRank, rulings 

which can be more significant (i.e., affiliated every day other critical rulings) are taken into consideration more important for 

the precis. 

4. Thresholding 

LexRank uses a threshold every day decide which rulings are covered inside the final summary. rulings with a centrality standing 

above a sure threshold are named for addition. 

5. Extractive Summarization 

The affair of LexRank is an extractive precis, which means it consists of rulings without detention taken from the unique textual 

content in preference to recently generated rulings. 

 

Theoretical Foundations of LexRank 

LexRank is predicated in ideas from graph idea and herbal language processing (NLP). the important thing studies correspond of 

1. Graph representation 

In LexRank, rulings are dealt with as bumps in a graph. The connections(edges) between those bumps represent the connections 

between rulings, especially their semantic similarity. 

2. Centrality 

The belief of centrality in graph principle refers to the significance of a knot in the graph. In LexRank, rulings with advanced 

centrality scores are supposed more vital because they are well- related everyday different large rulings. 

3. Random Walks 

The PageRank algorithm, which LexRank employs for calculating centrality, is every day census every day on the idea of 

arbitrary walks. It simulates an arbitrary cyber surfed who moves from one knot everyday another primarily grounded on the 

edges, with a desire for moving everyday lesser vital bumps. 

 

Performances of LexRank 
Whilst the primary LexRank algorithm is effective, there are several variations and upgrades that have been proposed 

1. LexRank with Sentence Clustering 

In preference to the use of all rulings, some variations cluster similar rulings and also follow LexRank on the centroids of those 

clusters everyday lessen redundancy. 

2. Weighted LexRank 
As opposed to treating all rulings also, this revision assigns weights diurnal rulings daily on day- to- day like judgment duration, 

function inside the textbook, or the presence of keywords. 

3. Multi-file LexRank 

This extension applies LexRank daily epitomize multiple documents contemporaneously, creating a unified summary that 

captures crucial statistics across all sources. 

 

Realistic Enterprises 

Whilst assessing LexRank, several realistic issues must be taken into account 

1. Deciding on the Similarity degree the selection of similarity measure (e.g., cosine similarity, Jaccard indicator) can vastly impact 

the issues. Experimenting with exceptional measures can also yield advanced performance for specific datasets. 

2. Putting the threshold the threshold for judgment choice can be critical. A every day- inordinate threshold may also bring about 

only many rulings being decided on, whilst a diurnal-low threshold may affect in spare or less applicable rulings being covered. 
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Advantages of LexRank: 
1. Simplicity: The set of rules is quite truthful daily put into effect and apprehend. 

2. Effectiveness: LexRank has been proven to summaries that hold the coherence and relevance of the original content material. 

3. Robustness: The usage of centrality measures helps in figuring out key sentences even in complicated documents.  

4. Graph-every day tally everyday method: LexRank uses a graph illustration of sentences, allowing it day-to-day seize the 

relationships and similarities between sentences efficaciously. This helps in figuring out the maximum valuable sentences in a 

report. 

5. Flexibility: The algorithm can be without problems adapted for various tasks, consisting of multi-report summarization and 

key-word extraction, making it flexible. 

6. Sentence Similarity: LexRank considers the similarity between sentences, which facilitates in deciding on sentences which are 

consultant of the document's content material. 

7. Non-Dependency on education records: LexRank does now not require labelled schooling statistics, making it suitable for 

eventualities wherein annotated datasets are not every day be had. 

 

Limitations of LexRank 

1. Extractive Nature: Since LexRank is an extractive summarization approach, it can't generate new sentences or paraphrase 

content material, which can also limit the high-quality of the summary in some contexts. 

2. Dependence on Similarity Measures: The first-rate of the summary can be sensitive every day the selection of similarity 

measures and the edge used for deciding on sentences. 

3. Ability Redundancy: The set of rules may select more than one sentences that convey similar records, leading daily redundancy 

inside the summary. 

4. Computational Complexity: The graph-primarily based method can be computationally in a more in a closer, in particular for 

massive documents or datasets, leading every day longer processing instances. 

5. Parameter Sensitivity: LexRank calls for cautious tuning of parameters (e.g., threshold for sentence similarity), which could 

affect the every Day every day of the output. 

6. Restricted Context understanding: While LexRank captures sentence relationships, it cannot completely recognize the context 

or semantics of the text, doubtlessly leading everyday much less coherent summaries. 

 

Applications of LexRank 

1. Extractive Summarization: 

Unmarried-record Summarization: LexRank can summarize man or woman files via deciding on the maximum representative 

sentences, making it beneficial for information articles, reports, and academic papers. 

Multi-file Summarization: LexRank can combination statistics from a couple of files on the same topic, presenting a cohesive 

summary that captures key points from all resources. 

2. Key-word Extraction: 
Figuring out Key terms: LexRank can extract vital keywords or phrases from a file, which may be used for indexing, tagging, 

and improving searchability. 

Content material Tagging: In content material control systems, LexRank can routinely tag documents with relevant keywords, 

improving metadata and enhancing content discoverability. 

3. Textual content category: 

Feature choice: LexRank may be used day-to-day pick crucial sentences or terms from text statistics, that may then serve as 

features for machine gaining knowledge of models in text class responsibilities. 

4. Social Media evaluation: 

Fashion evaluation: LexRank can examine social media posts every day become aware of trending topics and key terms, assisting 

corporations recognize public sentiment and emerging trends. 

Sentiment evaluation: through extracting key sentences from social media content material, LexRank can help gauge the 

sentiment expressed in posts. 

5. Instructional studies: 

Literature assessment: Researchers can use LexRank everyday summarize educational papers and extract key findings, 

facilitating literature evaluations and keeping up with current traits. 

Research Paper Summarization: LexRank can assist researchers quickly draw close the contributions of a paper by summarizing 

its key points. 

6. Information Aggregation: 

Summarizing news Articles: news aggregate everyday can use LexRank every day summarize articles from numerous sources, 

offering customers with a short evaluation of contemporary occasions. 

Highlighting Key data: by extracting vital sentences from news articles, LexRank can help customers quick recognize the 

principal points of a story. 
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7. Educational equipment: 
Computerized content material generation: LexRank may be used in educational software program day-to-day generate quizzes 

or examine materials primarily based at the sentences extracted from textbooks or lecture notes. 

Observe resource: by way of figuring out key concepts in academic materials, LexRank can assist students’ cognizance their 

take a look at efforts on the most important topics. 

 

IV. Algorithm of TextRank  
 

 

2.  TextRank: 
TextRank is a graph-primarily based algorithm for herbal language processing (NLP) tasks, usually used for extractive 

summarization and key-word extraction. inspired by the PageRank algorithm used by Google every day rank web pages, TextRank 

applies comparable concepts to assess the significance of phrases or sentences in a text every day on their relationships with each 

other. 

 

Assessment of TextRank: 

1. Graph-daily approach: 

TextRank constructs a graph in which nodes represent phrases or sentences, and edges represent the relationships (similarities) 

between them. The importance of every node is decided with the aid of its connections every day other nodes within the graph. 

2. packages: 

Extractive Summarization: choosing the most critical sentences from a record everyday create a coherent precis. 

key-word Extraction: identifying the most applicable key phrases or phrases from a textual content. 

 

For key-word Extraction 

1. Graph creation: 

Nodes: every precise phrase or word (n-gram) in the document is treated as a node. 

Edges: Edges are created every day on co-occurrences of phrases within a sure window length in the text. the weight of the 

edges can be determined through how regularly phrases appear collectively. 

2. Applying TextRank set of rules: 

Every day the summarization method, the TextRank set of rules is applied every day this graph day-to-day calculate importance 

rankings for each word or word. 

3. Ranking key phrases: 
The words or phrases are ranked day-to-day on their rankings, and the everyday-ranked items are decided on as key phrases. 

 

Theoretical Foundations of TextRank 

1. Graph concept: 

TextRank is rooted in graph principle, in which the text is represented as a graph. Nodes constitute daily (sentences for 

summarization or phrases for key-word extraction), and edges represent relationships (similarities) between those every day. 

The significance of a node is determined by way of its connections day-to-day other nodes, reflecting the concept that important 

sentences or keywords are probably daily be related daily other important sentences or keywords. 

2. Random Walks and PageRank: 

The set of rules is stimulated by means of the PageRank set of rules, which ranks web pages daily on the variety and every day 

of links pointing everyday them. TextRank uses a comparable technique daily rank sentences or words-based day every day on 

their connectivity inside the graph. 

The random stroll version assumes that a “random surfer” movement from one node every day any other daily on the edges, 

giving more importance daily nodes that are nicely-related day-to-day different essential nodes. 

 

Variations of TextRank 

1. Lexical Chains: 

A few variations of TextRank incorporate lexical chains, wherein words with similar meanings (synonyms) are linked, enhancing 

the graph's structure. 

2. Weighted TextRank: 

This modification assigns unique weights daily edges primarily based on everyday like sentence length or the presence of vital 

key phrases, allowing for greater nuanced scoring. 

3. Multi-report TextRank: 
This extension applies TextRank everyday summarize multiple files simultaneously, creating a unified summary that captures 

key data throughout all resources. 
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Advantages of TextRank: 
1. Unsupervised every day know every day: TextRank does now not require labelled education facts, making it suitable for 

diverse domain names without the need for vast annotation. 

2. Flexibility: It is able day everyday be implemented daily each sentence extraction and key-word extraction responsibilities. 

3. Language Independence: The set of rules may be adapted daily different languages as it is based on graph systems instead of 

language-specific functions. 

4. Simplicity: TextRank is tremendously honest everyday put in force and apprehend, making it handy for practitioners and 

researchers. 

5. Effective for keyword Extraction: TextRank is particularly effective for extracting key phrases and key phrases, making it 

useful for indexing and search optimization. 

6. Graph-primarily based illustration: Like LexRank, TextRank uses a graph-based approach, which helps in capturing 

relationships between words or sentences successfully. 

7. Non-Dependency on training information: TextRank does no longer require labelled education records, making it suitable for 

unsupervised day-to-day eventualities. 

8. Precise overall performance: TextRank has been proven everyday carry out nicely in numerous summarization obligations, 

often yielding coherent and applicable summaries. 

 

Limitations of TextRank 
1. Extractive Nature: As with other extractive strategies, TextRank can't generate new sentences or paraphrase content, which 

may additionally restrict the fine of summaries in a few cases. 

2. Sensitivity every day Parameters: The choice of similarity measures, thresholds, and damping daily can drastically have an 

effect on the effects. daily-tuning these parameters can be vital for finest overall performance. 

3. Redundancy: The algorithm may choose multiple sentences that bring comparable data, main daily redundancy inside the 

summary. 

4. Computational Complexity: Everyday LexRank, TextRank may be computationally intensives closer, particularly for big 

documents, every day because of its graph-every day nature. 

5. Parameter Sensitivity: TextRank also requires tuning of parameters (e.g., damping element), that could impact the great of the 

outcomes. 

6. Constrained Context know-how: TextRank can also battle with knowledge the deeper context or semantics of the textual 

content, which could have an effect on the coherence of the summaries. 

7. Dependence on Sentence length: TextRank may favour longer sentences, which could now and again lead to less concise 

summaries. 

  

Applications of TextRank 

1. Extractive Summarization: 
Single-document Summarization: TextRank can generate concise summaries of individual documents, making it beneficial for 

summarizing articles, reviews, and research papers. 

Multi-file Summarization: TextRank can summarize statistics from more than one documents, imparting a cohesive summary 

that captures the principal points from all assets. 

2. Keyword Extraction: 

Identifying Key phrases: TextRank is powerful for extracting key phrases or key phrases from a file, which may be used for 

indexing and improving searchability. 

Content material Tagging: TextRank can robotically tag documents with relevant key phrases, enhancing metadata and 

improving content material discoverability. 

3. Text type: 

Feature choice: TextRank can help choose critical sentences or terms from text records, that can then be used as enter for device 

day-to-day fashions in textual content class responsibilities. 

4. Social Media evaluation: 

Trend evaluation: TextRank can examine social media posts every day identify trending topics and key phrases, providing 

insights in every day public sentiment and rising trends. 

Hashtag Extraction: TextRank can help identify relevant hashtags from social media posts, facilitating higher content 

categorization and engagement techniques. 

5. Content material advice: 

Recommender structures: TextRank can analyse the content material of articles, merchandise, or different items every day 

endorse similar content daily users primarily based on extracted keywords or terms. 

Personalized content material shipping: through extracting vital phrases from user interactions, TextRank can help tailor content 

material suggestions everyday person users day-to-day on their pursuits. 

6. Chatbots and digital Assistants: 
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Reaction generation: TextRank can be used day-to-day generate responses by using summarizing person queries or extracting 

key data from a knowledge base, leading day-to-day extra relevant solutions. 

Information Retrieval: TextRank can assist chatbots in retrieving and summarizing statistics from large datasets, imparting 

customers with concise and applicable answers. 

7. Plagiarism Detection: 

Content material Similarity dimension: TextRank may be applied day-to-day examine files for similarity with the aid of 

analysing the importance of shared sentences or terms, supporting pick out ability instances of plagiarism. 

 

V.  Conclusion  
 

Each LexRank and TextRank have their strengths and weaknesses, and the choice among them regularly relies upon on 

the specific necessities of the undertaking handy. LexRank may be extra suitable for responsibilities requiring a focus on 

sentence relationships, at the same time as TextRank is powerful for keyword extraction and easier summarization obligations. 

In exercise, day-to-day be useful every day test with both algorithms daily determines which one yields higher effects for a 

given application. 
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