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Abstract: In our day-to-day lives, we have seen many patients suffering from heart disease. Most heart disease 
diagnoses are based on a complicated combination of clinical and pathological data. Because of this complication, 
clinical practitioners and researchers are keenly interested in the efficient and precise prediction of cardiac disease. 
In this paper, we ascertain whether the individual is probable to receive a heart disease diagnosis or not. This work 
presents machine learning algorithms applied to the real-world dataset from Kaggle. The paper demonstrated three 
classification methods such as Logistic Regression (LR), Naïve Bayes (NB), and K-Nearest Neighbours (KNN), 
to build the prediction. The models underwent training using a dataset that was divided into an 80:20 ratio. This 
provides us with valuable insights that can aid in the forecasting of the number of individuals affected by 
cardiovascular conditions. The implementation is conducted via Google Colab. 
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1. Introduction 
 
Machine learning (ML) is “field of study that gives computers the ability to learn without being explicitly 
programmed” [1]. It is a branch of study devoted to comprehending and developing methods that "learn" - that is, 
approaches that use data to enhance performance on a set of tasks [2]. Cardiovascular Disease (CVD) is another 
term for heart disease. It's the main reason people die around the world. The World Health Organisation estimates 
that CVDs cause 17.9 million deaths worldwide [3]. Machine learning employs a variety of classifiers from 
Supervised, Unsupervised, and Ensemble Learning to predict and determine the correctness of a given dataset. By 
analysing patient data and applying a machine learning algorithm to categorise patients as having heart disease or 
not, this paper aims to predict the future heart ailment. We employ numerous factors to learn about the patient's 
medical history, such as age, gender, kind of chest pain, serum cholesterol, resting blood pressure, fasting blood 
sugar, resting electrocardiographic data, the maximum heart rate obtained, exercise induced angina, and old-peak. 
The purpose of this research is to identify patients who, given their medical history, are at high risk for developing 
cardiovascular heart problems. A dataset with patients' medical records and other identifying information are 
chosen from the Kaggle repository for this purpose. 
 
1.1 Motivation 
 
The main goal of this research is to create a heart disease prediction model that can accurately forecast the 
likelihood of heart disease occurrence. This research endeavour is focused on determining the optimal 
classification method for assessing the likelihood of heart disease in individuals. The justification for this study is 
based on doing a comparison analysis utilising three classification algorithms: Naïve Bayes, K-NN, and Logistic 
regression. The utilisation of confusion matrix and correlation varies throughout different levels of examination. 
The task of predicting cardiac disease is of utmost importance, requiring the highest level of accuracy, despite the 
widespread use of these machine learning techniques. Therefore, the algorithms are assessed using various kinds 
of evaluation procedures. This will empower researchers and medical experts to enhance their predictive 
capabilities. 
 
1.2 Contribution 
 
This research presents an analysis of machine learning techniques, includes KNN, LR, and NB with the aim of 
aiding practitioners and medical analysts in accurately diagnosing cardiovascular disease. This study involves an 
analysis of the latest journals, published works, and data pertaining to cardiovascular illness. This provides a 
holistic understanding, fostering advancements that can potentially refine and optimize the diagnosis and 
prognosis of cardiovascular conditions, thereby significantly benefiting the medical community and patients alike. 
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1.3 Related Work 
 
Various methodologies for predicting heart disease have been proposed in recent years. The utilisation of several 
ensemble classifiers has been shown to significantly improve the accuracy of heart disease risk prediction, with a 
reported accuracy rate of 85.4% [4]. The system collects input from the Internet of Things (IoT) devices and 
securely saves it in a cloud-based storage infrastructure. Based on the current and comprehensive medical records 
of the patient, the accuracy of forecasting the possibility of heart disease using Bi-LSTM is reported to be 98.86% 
[5]. Cardiovascular disease diagnosis and prognosis are critical medical duties to ensure precise classification, 
which allows cardiologists to deliver appropriate treatment to patients. Machine learning applications in the 
medical field have grown in popularity because they can recognize patterns in data. The authors introduced a k-
mode clustering strategy that makes use of Huang starting points to boost classification precision. Experiments 
with XGBoost, a random forest, a decision tree, and multilayer perceptron models are employed. It had an 
accuracy of 87.28% [6]. Using Blockchain and ML, numerous parameters such as blood pressure, cholesterol, the 
blood sugar level, heartbeat count, and body weight may be monitored in order to forecast heart disease at an early 
stage. It collects data while predicting cardiac disease. SVM achieves 98.2% accuracy [7]. [8] KNN has an 
accuracy of 88.52%. Models for predicting cardiac disease are provided. [9] [10] [11]. [12] Proposed a cardiac 
disease model that employs machine learning and deep learning methods. 

2. Methodology 
Methodology provides a structure for the suggested system model [13]. The technique is a procedure that includes 
stages that convert given input data into recognised patterns for users' knowledge. The first phase of the proposed 
work is the gathering of data, the second stage is the extraction of significant values, and the third stage is the 
preprocessing where we explore the data. The pre-processed data is then split into training and test data and 
training is done using the machine learning models and then testing is done for classification. The following Fig. 
1 shows the model for the proposed system.  
 

 
Fig. 1. Proposed System Model 

2.1 Dataset 
 
The dataset contains 1205 unique data points. The dataset contains 14 columns [14]. The data set is split into rule 
of 80%-20%. Where 80% is training and 20% is test data. There are 526 samples with heart disease and 499 with 
no illness. The following Table 1 shows the 10 records first 10 records of the data set. 
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Table 1. Dataset with sample record 

The minimum and maximum values of each attribute are given in Table 2. 

 
Table 2. Attribute Description 

2.2 Data preprocessing  
 
Data preprocessing addresses the aspects cleaning, missing values and normalization [15]. After data has been 
pre-processed, a classifier is used to divide the data. The proposed method employs K-NN, Logistic Regression, 
and Naive Bayes as classifiers. Finally, the proposed model is implemented, after which performance and accuracy 
of our model was evaluated using various metrics. This method employs 14 medical parameters, including cardiac 
pain, fasting glucose, blood pressure, cholesterol, age, and sex for prediction [16]. 

2.3 Prediction 
a. Logistic regression: It is a statistical technique employed to forecast the result of a categorical dependent 
variable. Consequently, the result must be a value that falls into a specific category or is discrete in nature. The 
binary nature of many phenomena allows for categorization into two distinct states, commonly represented as Yes 
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or No, 0 or 1, True or False, among others. The sigmoid function serves as an activation function. It transforms a 
predicted real value into a probability value with the range of zero to one. 
Sigmoid function: 

 �(�) = 1/(1 + ���)                                             (1) 
Eq. (1) shows that P(y) is a probability estimation function, the variable y serves as the input for the probability 
function, while the mathematical constant e represents Euler's number, which has an approximate value of 
2.71828. 
Logistic Regression bears the resemblance to Linear Regression, although with differences in their respective 
applications. Linear regression is commonly employed in the field of statistics and the machine learning to address 
regression problems, which involve predicting continuous numerical values. On the other hand, logistic regression 
is frequently utilised to tackle classification challenges, which involve assigning categorical labels to data points. 
In this study, rather than employing a regression line, we utilise a logistic function with an "S" shape to make 
predictions. This logistic function is capable of estimating two potential maximum values, either 0 or 1 [17]. 
 
b. K-Nearest Neighbours (KNN): K-NN is one of the easiest ML algorithms. It uses a technique called 
"Supervised Learning". This program looks at how similar the new case or data with the other cases and puts it in 
the category that is most like the other categories. It saves all the data that was available and sorts a new data point 
based on how close it is to the old ones. This implies that as new information becomes available, the K-NN 
algorithm can effectively categorize it into appropriate groups. While the K-NN technique is applicable to both 
Regression and Classification tasks, its predominant use is in Classification. Operating as a non-parametric 
method, this refrains from making assumptions about the underlying data. Referred to as a "lazy learner" 
algorithm, this doesn't swiftly learn from the training set; as an alternative, it retains the dataset and pertains 
processing when classification is required [18]. 

Euclidean distance of the two points, p1 and p2 is given as Eq. (2). 

�(��, ��) = �(�� − ��)
� + (�� − ��)

� + ⋯…+(�� − ��)
�                                  (2) 

Where: 
d(c1, c2) is the Euclidean distance b/w points c1 and c2. 
(r1, q1, ..., rn) are the feature values of point p1. 
(r2, q2, ..., rm) are the feature values of point p2. 
It is computationally expensive for large datasets since it requires calculating distances between the new point and 
all training points. 

KNN serves as a fundamental baseline model in many machine learning tasks and provides a starting point for 
understanding classification and regression algorithms. 

c. Naïve Bayes: A supervised learning technique, which is used to solve problems of classification, the Naive 
Bayes algorithm is based on Bayes' theorem. This method finds its most prevalent use in text classification tasks 
involving high-dimensional training datasets. Serving as one of the simplest and yet highly efficient algorithms 
for Classification, it enables the creation of fast and anticipatory machine learning models. Operating as a 
probabilistic classifier, it generates predictions grounded in the probability of an object's attributes. The Naive 
Bayes Algorithm is commonly employed in tasks such as spam filtering and sentiment analysis [19]. 
 
The likelihood term in Bayes' theorem is the product of individual conditional probabilities for each feature as 
shown in Eq. (3) 
 
�(����|�����) ≈ �(��|�����) ∗ �(��|�����) ∗ … ∗ �(��|�����)                    (3) 
 
Naive Bayes is fast, simple, and works well with high-dimensional data. However, its assumption of feature 
independence might not hold in many real-world scenarios. Despite this simplification, Naive Bayes often 
performs remarkably well, especially in text classification tasks. 
 
2.3 Histogram 
The easiest approach to acquire an overview of the distribution of each attribute in a dataset is histograms. This 
deals with dividing the data into bins. It tells us how many observations fit inside each visualisation bin. The 
graphing tool is widely used. Data that is measured on an interval scale can be summarized using this method. It 
is commonly employed to show the salient characteristics of the data distribution in a manageable format [20]. 
The Fig. 2 gives the histograms of the attributes considered in the models. 

ALOCHANA JOURNAL  (ISSN NO:2231-6329)  VOLUME 13 ISSUE 11 2024

PAGE NO: 568



 
Fig. 2. Histograms of the attributes 

 

2.4 Correlation matrix 

It is a table structure that shows the values of the variables' respective correlation coefficients. All potential pairs 
of data in a table are represented here as a correlation matrix. Summarizing enormous datasets, finding trends, and 
visualising the results are all possible with this tool [21]. The Fig 3 shows the correlation matrix for the attributes 
taken for prediction. 
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         Fig. 3. Correlation Matrix 

 
3. Experimental Setup and performance assessment 

 
The experiment was created and written using Python in Google Colab. SciPy, NumPy, pandas, and Sklearn are 
just a few of the dependencies that have been implemented as Python modules to make it simple to assess, contrast, 
and analyse the performance of ML models. 

3.1 Evaluation Indices 

The K-fold cross-validation technique is a popularly adopted method for evaluating the performance of ML 
algorithms using a heart disease dataset. Although 'k' often takes on the value of five, which is considered suitable 
for our heart disease dataset, the algorithms are under scrutiny to investigate how different 'k' values impact the 
model's estimated performance. The existence of a substantial correlation affirms the reliability of the chosen 
configuration for the ideal testing situation. 
Performance measures like precision, accuracy, specificity, F1 score and recall, are used to decide which machine 
learning models to use. By comparing the desired output to the real output, accuracy shows how well the model 
can predict the future. A true negative (TN) and a true positive (TP) show how well the predictor model can 
forecast whether a patient has cardiovascular or not. The false negative (FN) and the false positive (FP) show that 
the models made a wrong guess. The precision shows how many real positive observations there are out of all 
positive cases. Recall figures out how many times the things went well overall, while precision figures out how 
many times the things went wrong. The F1 score shows the average of both memory and accuracy [8]. 
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3.2 Results 

The Table 3 displays, performance metrics of the three distinct machine learning models.  

 

Table 3. Results using the Machine learning models

 

 

 

Fig. 4. Analysis of the machine learning models 
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1. Accuracy: This statistic shows the correctness of the model's predictions altogether, or the proportion of cases 
correctly classified out of every occurrence. Naïve Bayes achieves the best accuracy with a value of 0.83, next by 
K-NN with 0.78 and Logistic Regression with 0.79.  

2. Precision: This is a metric that expresses the percentage of correctly predicted positive cases among all the 
model's positive predictions. This illustrates how well the algorithm can reduce false positives. The Naïve Bayes 
algorithm has the highest level of precision, with a score of 0.81. The K-NN and Logistic Regression algorithms 
closely follow, both achieving a precision score of 0.76.  

3. Recall: This is also known as sensitivity or true positive rate, is the proportion of correctly predicted positive 
occurrences out of all actual positive occurrences. It shows how well the approach can capture good examples. 
Naïve Bayes and Logistic Regression achieve the highest recall values (0.86), while K-NN has a slightly lower 
recall of 0.83. 

4. F1 Score: This is the mean of your recall and knowledge of a subject. It accounts for both false negatives and 
false positives. With an F1 score of 0.84, Naïve Bayes has the highest score, closely followed by Logistic 
Regression (0.81) and KNN (0.80).  

5. Specificity: Out of all actual negative events, specificity is the number of accurate negative forecasts. This 
indicates the approach’s ability to identify instances of mishandling. Naive Bayes approach (0.85), followed by 
Logistic Regression (0.83) and KNN (0.81), has the highest specificity. 

4. Conclusion and Future Scope 

Based on the performance metrics, Naïve Bayes seems to outperform both Logistic Regression and K-NN in most 
aspects. This attains the highest accuracy; recall, precision, and the F1 score among three models, making it a 
strong choice for this particular classification task.  

Logistic Regression and KNN have comparable results, but overall, Naïve Bayes demonstrates a slightly better 
balance between precision and recall, as indicated by the higher F1 score. If precision and recall are both important 
for the application, Naïve Bayes is the recommended model. 

However, it's essential to consider other factors such as model complexity, interpretability, and computational 
efficiency when selecting the final model. Based on the specific use case and requirements, any of the three models 
might be a reasonable choice. 

It’s worth noting that these results are based on a specific dataset and evaluation procedure. It's essential to validate 
the models on different datasets, perform cross-validation, and conduct further analysis to ensure the 
generalizability and reliability of the chosen model. Additionally, hyperparameter tuning and feature engineering 
could potentially improve the performance of all models. 
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